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Unseen Class Unlabeled Data
Semi-Supervised Learning

 Learning with labeled and unlabeled data, e.g.,
• Mean-Teacher    [Tarvainen &Valpola, 2017]
• VAT    [Miyato et al., 2018]
• Mix-Match    [Berthelot et al., 2019]

However,
in real application

Safe Deep Semi-Supervised Learning (DS3L)
 DSSL: Use all unlabeled equally

 DS3L: Use unlabeled data selectively

A novel bi-level formulation

 Adopting gradient-based methods, we can 
optimize 𝜽𝜽 and 𝜶𝜶 iteratively

Experiments

Our proposal DS3L achieves safe performance with varying extent of class mismatch, 
while other SSL methods suffer performance degradation problem

Wait for your feedback.Take-Home Message
 Unseen-class unlabeled data will hurt SSL performance
 We proposed a bi-level based reweight mechanism DS3L to use unlabeled data selectively
 The effectiveness can be demonstrated theoretically and empirically
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Assumption: labeled and unlabeled data are 
i.i.d sampled from the same distribution

Unlabeled data usually 
contains class not seen in 
labeled data and hurt SSL 

performance severely

Unseen class 
unlabeled data 
are bounded 
with red box
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𝛀𝛀(𝒙𝒙)

 𝛀𝛀(𝒙𝒙) refers to the regularization term, 
e.g., consistency regularization
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How to learn the weight function?

 Idea: good weight realizes good 
generalization performance
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 𝒘𝒘(𝒙𝒙;𝜶𝜶) refers to the weight function

The bi-level gradient can be solved by the 
automatic differentiation techniques

Analysis

 Theorem 1: Empirical Safeness

The empirical risk of 𝜃̂𝜃 will never worse than 
the supervised model 𝜃𝜃𝑆𝑆𝑆𝑆 that is learn from 
merely labeled data, i.e.,

 Theorem 2: Generalization

DS3L approaches the optimal weight in order 

𝒪𝒪 𝑑𝑑 ln 𝑛𝑛
𝑛𝑛

, i.e.,

Optimization

 The optimization algorithm will converge 
and the convergence rate is 𝒪𝒪( 𝑪𝑪

𝑻𝑻
).

 Main flowchart
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